
MEMORANDUM 

UNITED STATES ENVIRONMENTAL PROTECTION AGENCY 

RESEARCH TRIANGLE PARK, NC 27711 

DEC 03 21M 
OFFICE OF 

AIR QUALITY PLANNING 
AND STANDARDS 

SUBJECT: Draft Modeling Guidance for Demonstrating Attainment of Air Quality Goals for 
Ozone, PM2s, and Regional Haze 

FROM: Richard Wayland, Division Director~/l.tt/d...J/ 
Air Quality Assessment Division {j ----

TO: Regional Air Division Directors, Regions 1-10 

The Environmental Protection Agency (EPA) is providing a revised version of Modeling 
Guidance for Demonstrating Attainment of Air Quality Goals for Ozone, PMn. and Regional 
Haze to the state and local air agencies as well as the public for consideration, review, and 
comment. This document reflects the EPA's recommendations for how air agencies should 
conduct air quality modeling and related technical analyses to satisfy model attainment 
demonstration requirements for the 2008 ozone and 2012 PM2.s National Ambient Air Quality 
Standards (NAAQS), as well as for upcoming regional haze reasonable progress analyses. 1 This 
document updates the previous version of the modeling guidance which was released in April 
2007. 

This document does not substitute for provisions or regulations of the Clean Air Act (CAA), nor 
is it a regulation itself. As the term "guidance" suggests, it provides recommendations on how to 
implement the modeling requirements. Thus, it does not impose binding, enforceable 
requirements on any party, nor does it assure that the EPA will approve all instances of its 
application, as the guidance may not apply to a particular situation based upon the circumstances. 
Final decisions by the EPA regarding a particular State Implementation Plan (SIP) demonstration 

will only be made based on the statute and applicable regulations, and will only be made 
following a final submission by air agencies and after notice and opportunity for public review 

and comment. 

1 This draft guidance will be revised, as needed, once the review of the current ozone standard is 
completed in October 2015. 
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There are several modeling guidance issues that are most appropriate to be addressed in a notice 

and comment rulemaking such as the 2008 ozone and soon-to-be proposed 2012 PM2.5 

implementation rules. As such, there are several details that have either been removed from the 

draft guidance or are pending updates when the 2008 ozone and 2012 PM2.5implemenation rules 

are finalized.  These are specifically noted in the guidance (in some cases with placeholders). 

The ozone implementation rule for the 2008 NAAQS was proposed in June 2013 and is expected 

to be finalized in early 2015. The PM2.5 implementation rule for the 2012 NAAQS is expected to 

be proposed in early 2015. 

GUIDANCE UPDATES  

Like the original 2007 version, the revised guidance is divided into two main sections.  The first 

part describes how to setup and apply a photochemical modeling platform (including 

meteorological, emissions, and air quality modeling), and the second part describes how to use 

the results of the air quality modeling to show whether future attainment of the ozone and/or 

PM2.5 NAAQS is likely.  The guidance also describes how to use photochemical grid modeling to 

evaluate reasonable progress goals for regional haze.   

Many of the updates to the guidance are in the form of updated and reorganized text.  In addition, 

numerous references have been updated and added.  The attainment tests for the annual and 24-

hour average PM2.5 NAAQS are unchanged2, but the 8-hour ozone NAAQS attainment test has 

been updated to better reflect the level and form of the 2008 ozone NAAQS .  More details are 

provided below.  

Specific updates to the draft guidance include:  

 A complete reorganization of the document including removal of outdated language and 

references. 

 The ozone attainment test has been updated to address the 2008 NAAQS. 

o The revised test eliminates the initial concentration threshold (which was formally 

85 ppb) and focuses the calculation of relative response factors (RRFs) to the ten 

highest modeled 8-hour average daily maximum ozone days.  

 This potentially eliminates days in the RRF calculation that are well below 

the base year observed design values.      

o Elimination of the initial threshold concentration allows the test to be easily 

applied to any level of the NAAQS. The revised guidance reflects 

recommendations for the current 75 ppb NAAQS.  Minimal (if any) changes to 

the test will be needed to address potential future ozone NAAQS. 

                                                           
2 The 24-hour PM2.5 attainment test is unchanged from the version which is detailed in a June 2011 

guidance memo.  The attainment test from the June 2011 memo has been incorporated into this revised 

version of the guidance.   
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 The emissions modeling section has been extensively updated to account for new and 

improved emissions models and input data. Additional information on SIP emissions 

inventory requirements is contained in the draft Emissions Inventory Guidance for 

Implementation of Ozone and Particulate Matter National Ambient Air Quality Standards 

(NAAQS) and Regional Haze Regulations available at:  

http://www.epa.gov/ttn/chief/eidocs/eiguid/2014revisedeiguidance.pdf. The draft 

modeling guidance and the draft emissions inventory guidance have been carefully 

coordinated. 

 The Weight of Evidence (WOE) section has been updated to include additional 

information that may be appropriate for use in a WOE demonstration.  The WOE section 

includes discussions on emissions controls, modeling, and data analyses that have been 

recommended by stakeholders for inclusion in a WOE demonstration.    

The revised document is draft guidance for public review and comment. However, since the 

revised guidance replaces and updates the existing modeling guidance document without making 

major changes, EPA encourages states to follow the recommendations in this draft guidance until 

an updated version is released. These recommendations will be updated, as needed, based on 

comments received on this guidance and final decisions made in the implementation rules. States 

with upcoming attainment demonstration deadlines should consult with their EPA Regional 

Office to determine the appropriate course of action. 

 

REVIEW AND COMMENT 

The EPA will accept comments on the draft modeling guidance through the close of business on 

March 13, 2015. This allows at least 90 days for consideration, review, and comment on the 

material presented in the draft guidance. For convenience, the draft guidance document is 

available electronically on the EPA’s SCRAM website, 

http://www.epa.gov/ttn/scram/guidance/guide/Draft-O3-PM-RH-Modeling_Guidance-2014.pdf. 

Comments should be electronically submitted to Brian Timin of EPA’s Air Quality Modeling 

Group at timin.brian@epa.gov. EPA will also schedule a conference call in Mid-December with 

state and local air agencies to summarize the guidance and allow for questions.  

In preparing the final version of the guidance, the EPA will take into consideration comments 

received on the draft modeling guidance, as well as decisions made in the final 2008 ozone 

and/or 2012 PM2.5 implementation rules. As there are a number of issues that need to be 

informed by these ozone and PM2.5 implementation rules, the timing for release of a final version 

of the guidance depends on the timing of the implementation rules. Depending on the timing of 

these final implementation rules (as well as any implementation rule that may be needed 

following review of the current ozone NAAQS), the EPA will consider releasing a 2nd draft 

version of the modeling guidance or clarification memos, as needed. 

http://www.epa.gov/ttn/chief/eidocs/eiguid/2014revisedeiguidance.pdf
http://www.epa.gov/ttn/scram/guidance/guide/Draft-O3-PM-RH-Modeling_Guidance-2014.pdf
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If there are any questions regarding the draft modeling guidance, please contact Brian Timin of 

EPA’s Air Quality Modeling Group at (919) 541-1850 or timin.brian@epa.gov. 

 

cc: Steve Page 

 Mike Koerber 

 Anna Wood 

 Air Program Managers 

 Kristi Smith, OGC 

 

Attachment 

mailto:timin.brian@epa.gov
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NOTE: Ozone NAAQS implementation requirements are currently being assessed as part of the 

Implementation of the 2008 National Ambient Air Quality Standards for Ozone: State 

Implementation Plan Requirements; Proposed Rule (78 FR 34178, June 6, 2013) (Hereinafter, 

“Proposed Ozone Implementation Rule”).  Accordingly, the guidance provided in this document 

addresses several options that were addressed in the Proposed Ozone Implementation Rule, 

which may or may not be adopted in the final rule.  To the extent that the Final Ozone 

Implementation Rule takes a different approach than contained in this guidance, the Final Rule 

will dictate what is required for air quality modeling.  Once the Final Ozone Implementation 

Rule is published, EPA will (if necessary) revise this guidance to reflect the regulations and 

requirements adopted in the final rule.  

In addition, PM NAAQS implementation requirements are currently undergoing review as part 

of the planned proposed PM2.5 Implementation Rule.  The guidance includes the use of “[PM 

Implementation Placeholder]” text where necessary.  Once that rule is finalized, this guidance 

will be updated (if necessary) and the [PM Implementation Placeholder] text will be replaced 

with the PM-specific guidance associated with that rule. 
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1.0 Introduction 
 

This document describes how to estimate if an emissions control strategy will lead to 

attainment of the annual average and 24-hour average national ambient air quality standards 

(NAAQS) for particles smaller than 2.5 μm in diameter (PM2.5) and the 8-hour NAAQS for ozone.  

We also describe how to use modeled and monitored data to estimate visibility improvement in 

Class I areas (e.g., national parks, wilderness areas) as part of a reasonable progress analysis.1      

 

The document describes how to apply air quality models to generate the predictions used to 

evaluate attainment and/or uniform rate of progress assessments.  Modeling to show 

attainment of the NAAQS primarily applies to nonattainment areas2 for which modeling is 

required, or desired.  Modeling to assess reasonable progress for regional haze applies to all 

states.3  

 

This guidance is designed to implement national policy on air quality modeling requirements as 

embodied in the Clean Air Act (CAA), the Proposed Ozone SIP Requirements Rule (also called 

the Proposed Ozone Implementation Rule)4, the PM2.5 Implementation Rule5, and the Regional 

Haze Rule. This guidance is intended for use by the United States (U.S.) Environmental 

Protection Agency (EPA) headquarters and regional offices; state, local and tribal air quality 

management authorities; and the general public.  This document does not substitute for 

provisions or regulations of the CAA enumerated above, nor is it a regulation itself.  As the term 

“guidance” suggests, it provides recommendations on how to implement the modeling 

                                                           
1Modeling is not used to determine reasonable progress goals and does not determine whether 

reasonable progress has been met.  Modeling is one part of the reasonable progress analysis.  The 

modeling results are used to determine if future year visibility at Class I areas are estimated to be on a 

(glide) path towards reaching natural background.  This is called a uniform rate of progress analysis or 

“glidepath” analysis.  The uniform rate of progress analysis is described in more detail in section 4.8.   

2While this guidance document is primarily directed at modeling applications in nonattainment areas, it 

may also be useful as a guide for modeling to support NEPA analyses, maintenance areas or to support 

other rules or provisions of the Clean Air Act.  

3The Regional Haze rule assumes that all 50 states either contain a Class I area or impact visibility within 

a Class I area.  Therefore, a regional haze State Implementation Plan (SIP) is required for all states (40 

CFR 50.308(b)). 

4 Implementation of the 2008 National Ambient Air Quality Standards for Ozone: State Implementation 

Plan Requirements; Proposed Rule (78 FR 34178, June 6, 2013)   

 
5 Fine Particulate Matter National Ambient Air Quality Standards: State Implementation Plan 

Requirements, proposed rule anticipated in 2015.   
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mean where each year counts equally (unlike the 5-year weighted average values for the ozone 

and PM2.5 attainment test).  This is consistent with the regional haze rule ambient data 

calculations for the 20% best and worst days.  The analysis we recommend has 6 steps. 

 

1)  For each Class I area, rank observed visibility (in deciviews) on each day using observed 

speciated PM2.5 data plus PM10 data for each of the 5 years comprising the base period. 

2) For each of the 5 years comprising the base period, calculate the mean deciviews for the 

20% of days with worst and 20% of days with best visibility.  For each Class I area, 

calculate the 5 year mean deciviews for worst and best days from the 5 year-specific 

values. 

3) Use an air quality model to simulate base period emissions and future emissions.  Use 

the resulting information to develop relative response factors for each component of 

PM identified on the right hand side of Equation (4.12). 

4) Multiply the relative response factors by the measured species concentration data 

during the base period (for the measured 20% best and worst days).  This results in daily 

future year species concentrations data. 

5) Using the results in Step 4 and the IMPROVE algorithm (equation 4.12), calculate the 

future daily extinction coefficients for the 20% best and worst visibility days in each of 

the five base years.  

6) Calculate daily deciview values (from total daily extinction) and then compute the future 

average mean deciviews for the worst and best days for each year.  Average the five 

years together to get the final future mean deciview values for the worst and best days. 

 

We describe each of these steps more fully below.  The methodology follows the same basic 

procedures outlined in the Tracking Guidance.  Further details (for steps 1 and 2) can be found 

in that document.  We conclude this subsection with an example illustrating the recommended 

modeled uniform rate of progress analysis. 
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Step 1.  Using monitored data, rank baseline visibility for each day with PM10, PM2.5 and 

speciated PM2.5 measurements within a Class I area 

 

Ranking should be performed separately for each of the 5 years comprising the base period.83  

The deciview (dv) should serve as the basis for ranking.  Day-specific observations for mass 

associated with SO4, NO3, OC, EC, soil, and CM, as defined in Table 4.7 or 4.8, should be used to 

calculate bext for each day.  The appropriate month- and area-specific climatological relative 

humidity adjustment factor(s) (f(rh)) should be used.  Total bext for all components should be 

converted to deciviews for each day to get a daily deciview value.   

 

Step 2.  Calculate the average baseline deciviews for the 20% of days with worst and the 20% 

days with best visibility. 

 

For each of the 5 years in the base period, order all days considered in Step 1 from worst 

(highest deciview value) to best (lowest deciview value) visibility.  For each year, note the 20% 

of days with worst and the 20% of days with best visibility.  Calculate the arithmetic mean 

deciview value for the identified 20% worst- and best visibility days in each year.  Average the 

resulting 5 yearly mean deciview values reflecting worst visibility.  This represents the value 

subject to improvement (i.e., reduction) to meet the glidepath for regional haze.  Average the 5 

yearly mean deciview values reflecting mean visibility on the days with best visibility.  

 

Step 3.  Estimate relative response factors (RRF) for each component of PM2.5 and for CM. 

 

The RRFs should be determined using results from air quality modeling of base year and future 

year emissions.  These model simulations should be performed for a large number of days.84  

The (temporal) arithmetic mean concentration for each PM2.5 component (and coarse mass) 

computed near the Class I monitoring site from the future year modeling is divided by the 

                                                           
83Pre-calculated and ranked extinction and deciview calculations for all Class I areas is available on the 

IMPROVE website at 

http://vista.cira.colostate.edu/improve/Data/IMPROVE/summary_data.htm.  This data can be 

used to satisfy steps 1 and 2. 

84How many and which days to simulate is discussed in Section 2.3.1. 
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corresponding arithmetic mean concentration for each component from the base year 

modeling.  The resulting ratios are the component-specific RRF’s.  A separate set of RRF values 

are calculated for the worst and best visibility days identified in step 2.   The RRFs are calculated 

using the identified 20% best and 20% worst visibility monitored days at each Class I area.  This 

will likely be a different set of days at each monitor. 

 

Step 4.  Using the RRFs and ambient data, calculate future year daily concentration data for the 

best and worst days. 

 

Multiply the relative response factors derived in Step 3 by measured daily concentration data 

for each component of PM2.5 and CM to get future daily estimates of species concentrations for 

PM2.5 components and CM on worst visibility and best visibility days. These multiplications 

produce future concentration estimates for SO4, NO3, OC, EC, Soil and CM for each of the 

previously selected worst and best visibility days.  This calculation is performed for each best 

and worst day for the five year period using an RRF for each PM component (a separate set of 

RRFs for the best days and the worst days). 

 

Step 5.  Use the information developed in Step 4 to compute future year daily bext values for the 

best and worst days. 

 

Use the future year concentration data calculated in step 4 to calculate future year daily bext 

values for each PM component for each of the best and worst days for the five year period.  

This is accomplished by applying the IMPROVE visibility algorithm (equations 4.11 and 4.12).   

 

Step 6. Use the daily total bext values from step 5 to calculate future mean deciview values for 

the best and worst days. 

 

The total daily bext for each day is converted to deciviews.  This gives a future year daily 

deciview value for each of the best and worst days.   

 

Next, compute the arithmetic mean future deciview value for the worst and best visibility days 

for each year.  This leads to 5 future estimated mean deciview values for the worst and 5 future 

estimated mean deciview values for the best visibility days.  Compute the arithmetic mean of 

the 5 mean values for deciviews on the worst days, and the arithmetic mean of the 5 mean 
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deciview values estimated for the best visibility days.   

 

The resulting 5 year average mean values for deciviews on worst and best visibility days can be 

compared to the baseline mean deciview values calculated in step 2.  If the resulting change in 

deciviews is a negative number (future - base), this represents an improvement in visibility.  The 

future year visibility values can also be compared to the glidepath to determine if the Class I 

area is expected to be on, above, or below the glidepath in the future planning period.   

 

Example 4.8.1 

 

We use example 4.8.1 to illustrate the modeled uniform rate of progress assessment.  For ease 

of presentation, we assume there are only 10 speciated samples for PM in the 5 years 

comprising the base period and the example uses the old IMPROVE equation.85  Since sampling 

occurs every third day, a typical sample size is about 120 days per year.  We illustrate the 

calculations for the first base year and then furnish information regarding mean deciviews for 

the other four base years to illustrate subsequent steps in the test.  For simplicity sake, the 

example uses the old IMPROVE algorithm.  The procedure is the same for the revised IMPROVE 

algorithm. 

 

Given: 

Ten days have measured components of PM in a Class I area during the first year of a 5-year 

base period.  Table 4.8.2 below shows the measurements (in μg/m3) for each of the 10 days.  

Table 4.8.2 also shows the date of each measurement and the corresponding climatological 

relative humidity adjustment factor (made up for this example) for the appropriate month and 

area. 

 

 

 

 

 

 

 

                                                           
85 We recommend use of the revised IMPROVE equation.  However, the old IMPROVE equation is used in the 

example for simplicity.   
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Table 4.8.2 Example observed IMPROVE data at a Class I area   

 

Day 

 

Date 

 

f(rh) 

 

SO4 

(μg/m3) 

 

NO3 

(μg/m3) 

 

OC 

(μg/m3) 

 

EC 

(μg/m3) 

 

Soil 

(μg/m3) 

 

CM 

(μg/m3) 

Rayleigh 

Scattering 

(Mm-1) 

 

1 

 

2/15 

 

1.7 

 

4.53 

 

2.23 

 

3.37 

 

0.89 

 

0.32 

 

7.33 

 

10 

 

 

2 

 

3/15 

 

2.9 

 

5.12 

 

1.78 

 

2.92 

 

0.78 

 

0.44 

 

9.17 

 

10 

 

3 

 

4/15 

 

3.5 

 

5.67 

 

1.25 

 

2.44 

 

0.54 

 

0.43 

 

10.25 

 

10 

 

4 

 

5/15 

 

3.7 

 

6.59 

 

1.12 

 

2.86 

 

0.50 

 

0.66 

 

9.80 

 

10 

 

5 

 

6/15 

 

4.3 

 

7.47 

 

0.93 

 

3.49 

 

0.61 

 

0.98 

 

10.99 

 

10 

 

6 

 

7/15 

 

4.6 

 

8.33 

 

0.79 

 

3.50 

 

0.69 

 

1.08 

 

11.38 

 

10 

 

7 

 

8/15 

 

4.4 

 

9.22 

 

0.89 

 

3.24 

 

0.67 

 

0.89 

 

10.78 

 

10 

 

8 

 

9/15 

 

4.1 

 

8.05 

 

0.97 

 

3.12 

 

0.73 

 

0.71 

 

8.25 

 

10 

 

9 

 

9/30 

 

4.1 

 

6.84 

 

1.15 

 

3.21 

 

0.85 

 

0.42 

 

8.82 

 

10 

 

10 

 

10/30 

 

2.7 

 

5.32 

 

1.41 

 

3.26 

 

0.76 

 

0.64 

 

8.11 

 

10 

 

Using the IMPROVE data for the Class I area and the estimated natural background values, the 

uniform rate of progress on the 20% worst days for the future year has been calculated as 26.7 

dv.  In addition, the mean visibility on the 20% best visibility days should not deteriorate.      

 

Find: Does the control strategy simulated in this model analysis lead to future year visibility 

that is on, or below the glidepath in this Class I area? 
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Solution: 

 

Step 1. Using monitored data, rank baseline visibility for each day with PM10, PM2.5 and 

speciated PM2.5 measurements within a Class I area. 

 

First, estimate the extinction coefficient for each day with the needed PM measurements.  

This is done using the information in table 4.8.2 with Equation (4.11).  For day 1 in year 1, the 

current extinction coefficient is: 

 

bext = (3)(1.7)[4.53] + (3)(1.7)[2.23] + (4)(1)[3.37] + (10)[0.89] + (1)[0.32] + (0.6)[7.33] + 10 

 

bext = 71.6 Mm-1 

 

 

Then convert extinction into deciviews:  
 

dv = 10 * ln(71.6/10) = 19.7 dv 

 

Base year extinction coefficients and deciviews for the remaining 9 days with monitored data in 

year 1 are calculated in a similar manner.  The days are then ranked.  The day with the highest 

deciviews (i.e., worst visibility) is given a rank of “1".  The results of these calculations are 

displayed in the table 4.8.3 below. Based on these rankings, days 6 and 7 comprise the 20% of 

days with worst visibility.  Days 1 and 10 comprise the 20% of days with best visibility 

 

 

Table 4.8.3 Example observed IMPROVE extinction, deciviews, and rank at a Class I area   

 

Day 

 

Date 

 

f(rh) 

 

SO4 

(Mm-1) 

 

NO3 

(Mm-1) 

 

OC 

(Mm-1) 

 

EC 

(Mm-1) 

 

Soil 

(Mm-1) 

 

CM 

(Mm-1) 

 

bext 

baseline 

(Mm-1) 

 

Decivi

ews 

 

Rank 

 

1 

 

2/15 

 

1.7 

 

23.1 

 

11.4 

 

13.5 

 

8.9 

 

0.3 

 

4.4 

 

71.6 

 

19.7 

 

10 

 

2 

 

3/15 

 

2.9 

 

44.5 

 

15.5 

 

11.7 

 

7.8 

 

0.4 

 

5.5 

 

95.5 

 

22.6 

 

8 
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3 

 

4/15 

 

3.5 

 

59.5 

 

13.1 

 

9.8 

 

5.4 

 

0.4 

 

6.2 

 

104.4 

 

23.5 

 

7 

 

4 

 

5/15 

 

3.7 

 

73.1 

 

12.4 

 

11.4 

 

5.0 

 

0.7 

 

5.9 

 

118.6 

 

24.7 

 

6 

 

5 

 

6/15 

 

4.3 

 

96.4 

 

12.0 

 

14.0 

 

6.1 

 

1.0 

 

6.6 

 

146.0 

 

26.8 

 

4 

 

6 

 

7/15 

 

4.6 

 

115.0 

 

10.9 

 

14.0 

 

6.9 

 

1.1 

 

6.8 

 

164.7 

 

28.0 

 

2 

 

7 

 

8/15 

 

4.4 

 

121.7 

 

11.7 

 

13.0 

 

6.7 

 

0.9 

 

6.5 

 

170.5 

 

28.4 

 

1 

 

8 

 

9/15 

 

4.1 

 

99.0 

 

11.9 

 

12.5 

 

7.3 

 

0.7 

 

5.0 

 

146.4 

 

26.8 

 

3 

 

9 

 

9/30 

 

4.1 

 

84.1 

 

14.1 

 

12.8 

 

8.5 

 

0.4 

 

5.3 

 

135.3 

 

26.1 

 

5 

 

10 

 

10/30 

 

2.7 

 

43.1 

 

11.4 

 

13.0 

 

7.6 

 

0.6 

 

4.9 

 

90.7 

 

22.0 

 

9 

 

Step 2.  Calculate the average base year deciviews for the 20% of days with worst visibility 

and the 20% days with best visibility. 

 

For year 1, mean worst visibility = (28.0 + 28.4) / 2 = 28.2 dv, and 

 

mean best visibility = (19.7 + 22.0) / 2 = 20.9 dv  

 

Mean worst and best visibility for years 2-5 is provided in table 4.8.4.  Table 4.8.4 below 

summarizes mean worst and best visibility for each of the 5 years in the base period. 
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Table 4.8.4 Example mean worst days visibility and best days visibility at a Class I area  

 

Year 

 

Mean dvcurrent,  

Worst Visibility Days 

 

Mean dvcurrent, 

Best Visibility Days 

 

1 

 

28.2 

 

20.9 

 

2 

 

29.1 

 

20.4 

 

3 

 

30.2 

 

18.7 

 

4 

 

27.8 

 

19.1 

 

5 

 

28.5 

 

19.5 

 

The average mean base period worst and best visibility is obtained by taking the arithmetic 

mean of the average worst and best visibility for the 5 years.  Thus, the 5 year mean of the 

average worst visibility is given by 

 

dvbaseline = (28.2 + 29.1 + 30.2 + 27.8 + 28.5) / 5 = 28.8 dv 

 

The average mean best visibility is 

 

dvbaseline = (20.9 + 20.4 + 18.7 + 19.1 + 19.5) / 5 = 19.7 dv  

 

Step 3.  Apply a model to develop component specific RRF’s for SO4, NO3, OC, EC, Soil and CM. 

 

Tables 4.8.5 and 4.8.6 show the procedure for calculating component-specific relative response 

factors using an air quality model.  The example shows the calculation of RRFs for the worst 

days in the year modeled.  The same calculation is repeated for the best days. 
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Table 4.8.5 Base year modeled species concentrations on worst days (in µg/m3) 

 

Modeled 

Output 

 

SO4 

 

NO3 

 

OC 

 

EC 

 

Soil 

 

CM 

 

Day 1 

 

2.12 

 

6.54 

 

3.56 

 

0.87 

 

1.23 

 

5.43 

 

Day 2 

 

8.33 

 

2.11 

 

4.67 

 

1.23 

 

0.34 

 

7.32 

 

Day 3 

 

9.33 

 

1.23 

 

6.32 

 

1.45 

 

0.87 

 

8.21 

 

Day 4 

 

6.43 

 

1.67 

 

4.56 

 

0.54 

 

1.07 

 

4.67 

 

Day 5 

 

10.53 

 

0.57 

 

4.12 

 

0.69 

 

1.54 

 

10.32 

 

Mean Base 

Concentration 

 

7.35 

 

2.42 

 

4.65 

 

0.96 

 

1.01 

 

7.19 

 

Table 4.8.6 Future year modeled species concentrations on worst days (in µg/m3) 

 

Modeled 

Output 

 

SO4 

 

NO3 

 

OC 

 

EC 

 

Soil 

 

CM 

 

Day 1 

 

2.01 

 

4.23 

 

3.45 

 

0.77 

 

1.21 

 

5.75 

 

Day 2 

 

7.56 

 

1.89 

 

4.55 

 

1.01 

 

0.32 

 

7.54 

 

Day 3 

 

6.54 

 

1.11 

 

5.99 

 

1.09 

 

1.02 

 

8.71 

 

Day 4 

 

5.32 

 

1.45 

 

4.23 

 

0.35 

 

1.1 

 

5.02 
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Day 5 7.23 0.43 3.99 0.45 1.51 10.47 

 

Mean Future 

Concentration 

 

5.73 

 

1.82 

 

4.44 

 

0.73 

 

1.03 

 

7.50 

 

Table 4.8.7 Component specific RRFs for the 20% worst days 

 

Worst days 

RRF 

 

SO4 

 

NO3 

 

OC 

 

EC 

 

Soil 

 

CM 

 

RRF (mean 

future/mean 

base) 

 

0.780 

 

0.752 

 

0.956 

 

0.768 

 

1.022 

 

1.043 

 

 

Step 4.  Multiply the relative response factors times the measured daily species concentration 

data during the base period to compute future daily species concentrations.   

 

In year 1, we previously identified days 6 and 7 as those included in the 20% of days with worst 

visibility (i.e., see Step 1).  Similarly, days 1 and 10 are the 20% of days with best visibility.  In 

this step, we estimate future concentrations for components of PM2.5 and for CM for these two 

sets of days. This is done using information shown in tables presented in Steps 1 and 3 as well 

as the best days RRFs given in table 4.8.8 below: 

 

Table 4.8.8 Component specific RRFs for the20% best days 

 

Best days 

RRF 

 

SO4 

 

NO3 

 

OC 

 

EC 

 

Soil 

 

CM 

 

RRF (mean 

future/mean 

base) 

 

0.870 

 

0.823 

 

0.976 

 

0.784 

 

1.112 

 

1.058 
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Worst Days 

 

Day 6: [SO4]future = (RRF)SO4 [SO4]baseline = (0.780) [8.33] = 6.50 μg/m3 

[NO3]future = (0.752) [0.79] = 0.59 μg/m3 

[OC]future = (0.956) [3.50] = 3.35 μg/m3 

[EC]future = (0.768) [0.69] = 0.53 μg/m3 

(Soil)future = (1.022) [1.08] = 1.10 μg/m3 

[CM]future = (1.043) [11.38] = 11.87 μg/m3 

 

Day 7: [SO4]future = (0.780) [9.22] = 7.19 μg/m3 

[NO3]future = (0.752) [0.89] = 0.67 μg/m3 

[OC]future = (0.956) [3.24] = 3.10 μg/m3 

[EC]future = (0.768) [0.67] = 0.51 μg/m3 

(Soil)future = (1.022) [0.89] = 0.91 μg/m3 

[CM]future = (1.043) [10.78] = 11.24 μg/m3 

 

 

 

 

Best Days 

 

Day 1:  [SO4]future = (0.870) [4.53] = 3.94 μg/m3 

[NO3]future = (0.823) [2.23] = 1.84 μg/m3 

[OC]future = (0.976) [3.37] = 3.29 μg/m3 

[EC]future = (0.784) [0.89] = 0.70 μg/m3 

(Soil)future = (1.112) [0.32] = 0.36 μg/m3 

[CM]future = (1.058) [7.33] = 7.76 μg/m3 

 

Day 10:   [SO4]future = (0.870) [5.32] = 4.63 μg/m3 

[NO3]future = (0.823) [1.41] = 1.16 μg/m3 

[OC]future = (0.976) [3.26] = 3.18 μg/m3 

[EC]future = (0.784) [0.76] = 0.60 μg/m3 

(Soil)future = (1.112) [0.64] = 0.71 μg/m3 

[CM]future = (1.058) [8.11] = 8.58 μg/m3 
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Similar calculations (using the same model derived component specific RRFs) are performed for 

each of the worst and best days in each of the other 4 years in the base period.86  

 

Step 5.  Using the results in Step 4, calculate the future year extinction coefficients for the 20% 

best and 20% worst visibility days in each of the five base years.   

 

Using future PM components obtained in Step 4, we can estimate future daily total bext.    

For year 1 

 

Worst Days 

 

Day 6:  bext = (3)(4.6)[6.50] + (3)(4.6)[0.59] + (4)[3.35] + (10)[0.53] + 1.10 + (0.6)[11.87] + 10 = 

134.8 Mm-1 

 

Day 7: bext = (3)(4.4)[7.19] + (3)(4.4)[0.67] + (4)[3.10] + (10)[0.51] + 0.91 + (0.6)[11.24] + 10 = 

139.0 Mm-1 

 

Best Days 

  

Day 1:  bext = (3)(1.7)[3.94] + (3)(1.7)[1.84] + (4)[3.29] + (10)[0.70] + 0.36 + (0.6)[7.76] + 10 = 

64.6 Mm-1 

 

Day 10:  bext = (3)(2.7)[4.63] + (3)(2.7)[1.16] + (4)[3.18] + (10)[0.60] + 0.71 + (0.6)[8.58] + 10 = 

81.4 Mm-1 

 

 

 

 

                                                           
86Unless multiple meteorological years are being modeled, the same mean RRFs (for each component) 

are applied to the concentrations on all of the worst days for each of the 5 years of data.  The mean 

RRFs are derived from the modeled days.  A separate set of RRFs are derived (in the same manner) for 

the best days. 
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Step 6.  Use the daily total bext values from step 5 to calculate future mean deciview values for 

the best and worst days. 

 

Calculate daily deciview values (from total daily extinction) and then compute the future 

average mean deciviews for the worst and best days for each year.  Then average the 5 years 

together to get the final future mean deciview value for the worst and best days. 

 

For Year 1 

 

Worst days 

 

Day 6:  134.8 Mm-1 = 10* ln(134.8/10) = 26.0 dv 

 

Day 7:  139.0 Mm-1 = 10* ln(139.0/10) = 26.3 dv 

 

Future mean visibility on worst days = (26.0 + 26.3) / 2 = 26.2 dv 

 

Best Days 

 

Day 1:  64.6 Mm-1 = 10* ln(64.6/10) = 18.7 dv 

 

Day 10:  81.4 Mm-1 = 10* ln(81.4/10) = 21.0 dv 

 

Future mean visibility on best days = (18.7 + 21.0) / 2 = 19.8 dv 

 

Similar calculations are performed for previously selected worst and best days in each of years 

2-5.  To illustrate the uniform rate of progress assessment, assume these other calculations 

yield the following estimates for future mean dv on worst and best visibility days. 
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Table 4.8.9 Future year mean deciviews on the worst and best days for each of the 5 years 

 

Year 

 

Future Mean dv On Worst 

Visibility Days 

 

Future Mean dv On Best 

Visibility Days 

 

1 

 

26.2 

 

19.8 

 

2 

 

27.3 

 

19.3 

 

3 

 

27.6 

 

17.6 

 

4 

 

25.9 

 

18.3 

 

5 

 

26.1 

 

18.6 

      

Using results in table 4.8.9, we see that the estimated future average mean visibility for the 

20% days with worst visibility is 

 

dvfuture = (26.2 + 27.3 + 27.6 + 25.9 + 26.1) / 5 = 26.6 dv 

 

The estimated future average mean visibility for the 20% days with best visibility is 

 

dvfuture = (19.8 + 19.3 + 17.6 + 18.3 + 18.6) / 5 = 18.7 dv 

 

The worst days results generated in step 6 can then be compared to the uniform rate of 

progress for the particular future year for the Class I area.  The future year best days are 

compared to the base year best days to ensure that visibility on the best days is not forecast to 

degrade.     

 

The future year strategy leads to an estimated visibility impairment of 26.6 dv, which is lower 

than the calculated uniform rate of progress value of 26.7 dv.  Also visibility is not predicted to 

deteriorate on the best days, and is in fact estimated to improve by 1.0 dv (from 19.7 dv in the 

base year to 18.7 in the future year). 
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This information is used in the process of setting reasonable progress goals, in conjunction with 

other analyses, as described in “Guidance for Setting Reasonable Progress Goals Under the 

Regional Haze Program” (U.S. EPA, 2007).  The other steps in the process are beyond this 

modeling guidance.  The modeling can be used to determine the predicted improvement in 

visibility and whether the visibility levels are on, above, or below the glidepath.  It cannot by 

itself determine the reasonable progress goals or determine whether the reasonable progress 

goal is met, and it does not satisfy the requirements for the statutory four factor analysis.  See 

the Regional Haze Rule and related guidance documents for more information on the four 

factor analysis, including control strategy analysis for single sources.   

 

4.8.4 How Do I Select Appropriate Inputs For The Uniform Rate of Progress 

Analysis? 

 

In Section 4.8.3, we described the recommended regional modeling analysis to evaluate future 

year visibility relative to the glidepath.  An important part of the analysis requires using 

component-specific RRFs, obtained with models, to estimate future concentrations of these 

components and, subsequently, future visibility.  In this subsection, we address more details 

concerning the calculation of visibility RRFs.  Second, there are several assumptions inherent in 

the recommended modeled uniform rate of progress analysis.  We identify these in this 

subsection and comment on their underlying rationale.  More specifically, we address seven 

issues:  

 

1. How to estimate base period air quality in a Class I area without monitored data; 

2. How to handle a base year without data or with a small sample size; 

3. Use of the same days to estimate changes in visibility for the worst days and a different 

set of same days to estimate changes in visibility for the best days; 

4. Which predictions to use to derive relative response factors; 

5. How many and what kind of days to use to develop RRF values; 

6. RRFs when modeled species concentration are very low; and 

7. Alternative RRF calculations 
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Estimating baseline worst and best visibility in a Class I area without monitors.  

There are 156 officially designated Class I areas and 110 IMPROVE sites in or near Class I areas.  

Therefore, approximately 46 Class I areas do not have co-located IMPROVE monitors.  EPA’s 

Tracking Guidance recommends using IMPROVE data from a nearby site to represent the 

visibility at each Class I area that does not have ambient data.  Table A-2 in Appendix A of the 

Tracking Guidance lists the recommended monthly f(rh) values87 for each Class I area as well as 

the representative site for each Class area.  The representative IMPROVE site data will be used 

to track regional haze progress for the Class I areas.  Therefore, it follows that visibility 

improvement for tracking purposes should be predicted at the location of the IMPROVE 

monitor, not at the actual Class I area.  For the purposes of deriving ambient data for modeling, 

we recommend following the same representative site assignments contained in the Tracking 

Guidance.  In this way, the 20% worst and best days can be derived for each Class I area from 

the network of 110 IMPROVE sites.88  Similarly, the modeling results should be extracted for the 

location of the representative monitor, not the actual location of the Class I area.89     

 

Considering a base year with little or no monitored particulate matter or missing data 

The Tracking Guidance recommends calculating baseline visibility values for sites with at least 3 

out of 5 complete years of data.  It further contains recommendations for determining if a year 

has complete data.  In general, a site should have 50% data completeness in all quarters and 

meet a 75% completeness criteria for the full year.  There should be no periods with more than 

30 consecutive days without data.  The guidance assumes that all IMPROVE sites will have at 

                                                           
87The f(rh) values in the Tracking Guidance were developed for the “old” IMPROVE algorithm and should 

not be used to calculate visibility using the “new” IMPROVE algorithm.   

88Bering Sea Wilderness (Alaska) is the only Class I area that has no IMPROVE monitor and no 

representative IMPROVE site.  On-site IMPROVE or representative IMPROVE data can be found for the 

other 155 sites.   

89There may be other reasons to calculate visibility improvement at the actual Class I area.  The MATS 

provides options for calculating visibility changes at both the Class I area grid cell center and at the 

representative IMPROVE monitoring site.  It may be informative to compare model response at the 

representative IMPROVE site versus the actual location of the Class I area.  Large differences in the 

model response may indicate that the “representative” site may not adequately represent visibility at 

the Class I area.  
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least 3 complete years in the base period (which may or may not be true).  The guidance also 

contains procedures for filling in missing data as part of the calculation of the 20% best and 

worst days.   

 

There are several data completeness issues that may cause problems within the visibility 

modeling analysis.  First, a site may have less than 3 years of complete data.  It is possible to 

calculate visibility improvement based on as little as 1 year of ambient data.  States should work 

with their EPA Regional Office and Federal Land Managers to determine how to estimate 

baseline visibility for these area(s).  

 

Another issue that is a more specific problem for modeling analyses occurs when data is missing 

during the meteorological time period that was modeled.  It is likely that most air agencies will 

only be modeling a single year of meteorology.  Therefore it is possible that the ambient data at 

one or more Class I areas is incomplete during that year.  Without ambient data, it is impossible 

to identify the 20% best and worst days which are used to calculate modeled RRFs. 

 

Again, if this occurs, states should work with their Regional Office and FLMs to determine the 

best way to calculate visibility on the best and worst days.  Potential options are to use data 

from another nearby IMPROVE site, use nearby data from a different ambient data network, or 

interpolate ambient data to the site.   

 

Using a constant sample of days to estimate baseline and future visibility   

For a typical Class I area, there will be about 120 days per year having measurements needed to 

estimate (dv)baseline with Equation (4.11) or (4.12).  Thus, there should be about 24 worst and 24 

best visibility days for each of the 5 years in the base period.  It is conceivable that the identity 

of these worst and best days could change if emissions were altered to reflect net effects of 

controls and growth.  The recommended test described in Section 4.8 assumes that the identity 

of the worst and best days remains unchanged.  This is done primarily to avoid having to 

perform iterative analyses to identify future worst and best visibility days and to keep the test 

relatively simple and more readily understood.  This assumption could cause improvement in 

visibility to be overestimated for the worst days and could also cause the test to overestimate 

the difficulty in preventing deterioration of visibility on the best days.   However, for the 

reasons described below, we do not believe the effects of this assumption are substantial. 
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It is unlikely that there would be any wholesale change in the identity of worst or best days with 

future vs. base year emissions.  Analyses performed by Meyer, et al. (1997) have shown that 

the predicted ranked severity of high ozone days is largely unaffected by simulated controls and 

growth (i.e., highest days tend to remain the highest days after the effects of growth and 

controls are simulated).  There is no reason to expect a different outcome for other secondary 

pollutants.  If there are differences, we would expect these to occur near the borderline 

between the worst days and more moderate days. 

 

Because the uniform rate of progress analysis relies on mean visibility values on 20 or more 

worst visibility days and most of these days are unlikely to change, we would expect little 

difference in the outcome of the analysis.  Further, because of the shape of the distribution of 

extinction coefficients, the mean of the worst days is more heavily influenced by extreme days 

rather than those on the borderline between worst and more moderate light extinction.  There 

could be differences in some best visibility days corresponding with pre- and post-control 

emissions.  However, because the differences in concentrations of particulate matter on such 

days are likely to be relatively low, differences in the computed mean visibility for best days are 

likely to be small.  Further, any resulting difference in the progress analysis for best days is likely 

to be protective of the environment.  If our recommended procedure leads to suspected 

problems in the outcome of a test, an air agency may perform a more rigorous version of the 

analysis (in which the identity of pre-control and post-control days changes) as part of a weight 

of evidence determination. 

 

Selecting predictions to use in deriving RRF 

Relative response factors should be developed for each Class I area.  When a Class I area 

contains a monitoring site, the RRF estimates should be derived using predictions which are 

made “near” that site.  For each day, daily average surface predictions of each component of 

PM made near a monitor should be estimated.  Similar to the annual PM2.5 NAAQS attainment 

test, nearby grid cells should be averaged.  For 12km or finer resolution, we recommend 

averaging the modeled concentrations for a 3 x 3 array of grid cells surrounding the monitor.  

Note that for cells larger than 12 km on a side, no spatial averaging is necessary—states should 

just use the prediction in the cell containing the monitor.  These nearby estimates should then 

be spatially averaged to estimate a spatially representative daily concentration.  Spatially 

representative daily concentrations obtained for each modeled day with monitored data should 

then be averaged.  This final average should be used to compute the RRF.  Thus, component-
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specific RRF values for a Class I area with a monitor are the ratio of the temporally averaged 

spatial mean of nearby concentrations predicted with future emissions to that predicted with 

base year emissions.     

 

Selecting days to derive RRF values 

RRF values should be estimated by taking the ratio of future predictions averaged over at least 

several days to base year predictions averaged over the same several days.  It may often 

happen that a planning organization or a group of states decides to model the visibility impacts 

of a strategy for numerous Class I areas simultaneously.  As we note in Section 2.3.1, this may 

make it advisable to simulate (at least) a full year so that relative response factor (RRF) values 

for each Class I area is based on a substantial number of observed best and worst days.  For the 

worst days in the chosen year, the RRF for a component of PM should be estimated as the ratio 

of its arithmetic mean predicted value on the 20% worst days with future emissions to that with 

base year emissions.  Thus, the RRF should reflect values averaged over ~ 24 worst days in that 

year.  The same procedure is followed to derive RRFs over the ~24 best days in the year.   

 

Since meteorological conditions and/or emissions may be markedly different on best visibility 

vs. worst visibility days, we recommend calculation of a separate set of RRF values for best 

visibility days.   As with worst days, the preferred approach is to model an entire year and select 

an RRF value for concentrations averaged over the 20% best visibility days for each Class I area.  

The RRF values are the ratios of the future to base year modeled averages.  The appropriate 

RRF values should then be used in concert with each observed best day to estimate future 

concentrations for each component on each identified best day.  

 

RRFs when modeled species concentration are very low   

In most cases, the RRFs derived for visibility components are either less than 1.0 or slightly 

more than 1.0.  However, large RRFs (much greater than 1.0) can occur when the mean 

modeled concentration of a PM component on the 20% best or worst days is very small and the 

concentration of that component increases in the future year case.  This most often occurs with 

the nitrate component.  On both the 20% best and worst days, the modeled nitrate 

concentrations at Class I areas can be very small (i.e. < .01 µg/m3).  These low modeled 

concentrations can sometimes increase in future year scenarios by orders of magnitude.  This 

occurs most often in ammonia limited areas when sulfate concentrations are reduced in the 

future (due to SO2 emissions reductions) causing nitrate increases due to an increase in 
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available ammonia.  Large RRFs should be closely examined to identify the cause of the issue.  

In many cases, large RRFs are caused by poor model performance (i.e. underpredicted base 

case nitrate concentrations) or instability in one or more model components (i.e. the nitrate 

partitioning model).  One solution is to cap the RRF at 1.0 or close to 1 in cases where nitrate 

(or any other PM2.5 component) increases in the future by an unrealistic amount due to very 

low modeled concentrations.  Any adjustments to the default calculations should be 

documented and discussed with the appropriate EPA regional office and the FLMs.      

 

Alternative RRF calculations  

The default analysis is relatively simple in that a single mean RRF is calculated for each PM 

component (separate RRFs on worst and best days).  A series of tests with more complicated 

methods has shown that 1) the difference between various versions of the test are usually 

small and 2) each of the alternative tests has limitations in its applicability (Environ, 2005).  

Possible variations include the use of day specific RRFs, season (or quarter) specific RRFs, or 

climatological based RRFs.  In some cases, these more complicated techniques may provide 

different answers, but sometimes not.  There are specific limitations noted with each of these 

alternatives.  We have chosen to keep the single mean RRF test as the default 

recommendation.  States are encouraged to explore other methods for estimating RRFs if it is 

thought that the default recommendation is too simplistic to accurately capture the change in 

future visibility at any particular Class I area.  The SIP demonstration should use the most 

appropriate method of projecting future concentrations for the characteristics of each Class I 

area.90  Alternative methods should be discussed in the modeling protocol and discussed with 

the appropriate EPA Regional Office and FLMs.   

 

 

 
 

                                                           
90In particular, issues may arise when dealing with large visibility contributions from fires, coarse mass 

and fine soil (from wind-blown dust), and international transport (and possibly other issues).  Each of 

these issues should be addressed in the modeling protocol and solutions should be discussed with the 

appropriate EPA regional office(s) and FLMs on a case by case basis. 
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4.9 “Weight of Evidence”- How Can Additional Analyses Be Used to 

Support the Attainment Demonstration?   
 

By definition, models are simplistic approximations of complex phenomena.  The modeling 

analyses used to assess whether emission reduction measures will bring an individual area into 

attainment for the NAAQS contain many elements that are uncertain (e.g., emission 

projections, meteorological inputs, science formulations, etc.).  These uncertain aspects of the 

analyses can sometimes prevent definitive assessments of future attainment status.  The 

confidence in the representativeness of the quantitative results from a modeled attainment 

test should be a function of the degree to which the uncertainties in the analysis were 

minimized.  In general, by following the recommendations contained within this guidance 

document, EPA expects that the attainment demonstrations will mitigate the uncertainty as 

much as is possible given the current state of modeling inputs, procedures, and science.  

However, while air quality models represent the best tools for integrating emissions and 

meteorological information with atmospheric chemistry, and no single additional analysis can 

match the expected reliability of these models’ results, EPA believes that all attainment 

demonstrations and reasonable progress assessments will be strengthened by additional 

analyses that can supplement the modeling to enhance the assessment of whether the planned 

emissions reductions are likely to result in attainment (or expected visibility progress). 

 

Supplemental evidence should accompany all model attainment demonstrations.  Generally, 

those modeling analyses that show that attainment will be reached in the future with some 

margin of safety will need more limited supporting material.  For other attainment cases, in 

which the projected future design value is closer to the NAAQS, more rigorous supporting 

analyses should be completed.  There may be some areas for which the supplemental evidence 

is persuasive enough to support a conclusion that the area can expect to achieve timely 

attainment despite failing the model attainment test, and other areas for which the modeled 

attainment test demonstrates attainment but the supplemental evidence casts significant 

doubt on that result.  This section of the guidance will discuss some specific information and 

additional analyses that can be used to supplement the model projections.  Of particular 

interest are analyses that help determine whether the modeling-based projections are likely to 

provide a prediction of the air quality improvement that is likely to occur by the attainment 

date.  Air agencies should review these supplemental analyses, in combination with the 

modeling analysis, in a “weight of evidence” assessment of whether each area is likely to 
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achieve timely attainment.  Again, it should be noted that no single supplemental analysis can 

serve as an adequate substitute for the air quality model; however, in aggregate, supplemental 

analyses may provide information which may indicate a different outcome than the modeled 

test.   

 

In considering the use of supplemental analyses, an important factor is the time (number of 

years) until the attainment date.  In general, modeling and related analyses are the most useful 

corroborative analyses for areas with attainment dates which are more than several years in 

the future.  In contrast, ambient data and emissions trends become more important (and hence 

model results become less important) the closer the area is to their attainment date.  For 

example, if an area is only one or two years away from their attainment date, ambient data is in 

most cases the best predictor of likely air quality levels in the near future.  However, this may 

not be true if there are large emissions reductions that are expected to occur in the near term 

period.  In that case, modeling is needed to estimate additional ozone and/or PM reductions 

that are likely to occur due to the emissions controls in the short term.  Similarly, if the 

attainment date is 5 or 10 years or more in the future, modeling will likely be the most reliable 

indicator of future year ozone, PM, and/or regional haze levels.  Emission changes over a 

relatively long time period are likely to overwhelm the influence of ambient data trends and 

meteorological variability, making ambient data and emissions trends analyses relatively less 

important.         

4.9.1 What Types of Additional Analyses Should Be Completed as Part of the 

Attainment Demonstration?  

 

There are three basic types of analyses that are recommended to supplement the primary 

modeling analysis.  They are: 

 

1) Additional modeling analyses 

 

2) Analyses of trends in ambient air quality and emissions 

 

3) Additional emissions controls/reductions 
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4.9.1.1 Modeling Analyses 

The relative attainment tests described in sections 4.2, 4.4, and 4.5 are the primary modeling 

tools used in an attainment demonstration.  The application of a chemical transport grid model, 

applied on a regional or local scale is the best tool available to judge the impacts of changes in 

future year emissions on concentrations.  In addition to this “primary” modeling analysis, there 

are various other models, model applications, and tools that can be used to supplement the 

results of the modeled attainment test.  These include, but are not limited to:  

 

• Available regional or national scale modeling applications that are suitable91 for the local 

area.  For example, modeling in support of EPA rulemakings or regional multi-jurisdictional 

organization modeling that may be available for the appropriate future year of interest.  

Modeling analyses may be available that used different models and/or inputs.    

 

• Use of other appropriate local modeling that includes the nonattainment area of interest.  

This may include applications using alternative models and/or inputs or research oriented 

analyses.    

 

• Use of photochemical source apportionment, DDM, and/or process analysis modeling tools 

to help explain why attainment is (or is not) demonstrated. 

 

• Use of multiple air quality models / model input data sets (e.g., multiple meteorological 

data sets, alternative chemical mechanisms or emissions inventories, etc.).  Multiple model 

configurations can be used to estimate sensitivity and uncertainty of future year design 

value predictions.   

• For results to be most relevant to the way we recommend models be applied in 

attainment demonstrations, it is preferable that such procedures focus on the 

sensitivity of estimated relative response factors (RRF) and resulting projected 

design values to the variations inputs and/or model formulations. 

 

                                                           
91 The resolution, emissions, meteorology, and other model inputs should be evaluated for applicability 

to the local nonattainment area.  Additionally, model performance of the regional modeling for the local 

nonattainment area should be examined before determining whether the regional model results are 

suitable for use in the local attainment demonstration. 
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• Application of the attainment test with alternative procedures compared to the default 

recommendations in Sections 4.2, 4.4, and 4.5 of this guidance.  Any alternate approaches 

should be accompanied with a technical justification as to why the approach is appropriate 

for the area in question and should be discussed with the appropriate EPA regional office. 

 

� Alternative RRF calculations using non-default assumptions or more detailed temporal 

and spatial analysis of RRFs at one or more monitoring locations.  If a sound technical 

argument can be made for why atypically high RRFs at any particular location are not 

reasonable, then these types of supplemental analyses would suggest that attainment is 

more likely to be achieved than the default modeling analysis alone would indicate. 

� Alternate base year design values that may differ from the 5-year weighted average 

value.  Alternative values could include different methodologies for determining base 

year design values or removal of potential exceptional events data (see footnote 30). 

 

• Use of dispersion models to address primary PM2.5 contributions to PM2.5 concentrations.  In 

areas with large spatial gradients of primary PM2.5, dispersion models are best suited to 

characterizing the change in primary PM2.5 in the future.  A local area analysis may be useful 

as a supplemental analysis (in either monitored or unmonitored areas, as appropriate) for 

areas that at least partially rely on local primary PM controls to reach attainment and did 

not otherwise perform and submit a local area analysis of part of the attainment 

demonstration.    

 

EPA has determined that the best approach to using models to demonstrate attainment of the 

NAAQS is to use a model in a relative mode.  However, some types of “absolute” model results 

may be used to assess general progress towards attainment from the baseline inventory to the 

projected future inventory.92  Example metrics include: 

 

                                                           
92 Care should be taken in interpreting absolute metrics if the model evaluation shows a large 

underprediction or overprediction of ozone or PM2.5 concentrations.  An underprediction of observed 
concentrations will make it artificially easy to show progress towards absolute attainment levels and an 

overprediction will make it artificially difficult to show progress towards attainment. 
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• Percent change in total amount of ozone or PM2.5 >= NAAQS93 within the nonattainment 

area 

• Percent change in number of grid cells >= NAAQS within the nonattainment area 

• Percent change in grid cell-hours (days) >= NAAQS within the nonattainment area 

• Percent change in maximum modeled 8-hour ozone within the nonattainment area 

 

While these metrics can be used to estimate the magnitude, frequency, and relative amount of 

ozone or PM2.5 reductions from any given future emissions scenario, there are no threshold 

quantities of these metrics that can directly translate to an attainment determination.  

Generally, a large reduction in the frequency, magnitude, and relative amount of 8-hour ozone 

nonattainment (i.e., >= 76 ppb) or PM2.5 nonattainment (24-hour and/or annual) is consistent 

with a conclusion that a proposed strategy would meet the NAAQS.  In the context of a weight 

of evidence determination, these metrics could be used to suggest that a particular location 

may be “stiff” or relatively unresponsive to emissions controls, while the rest of the modeling 

domain/nonattainment area is projected to experience widespread reductions.   

 

4.9.1.2 Analyses and Trends in Ambient Air Quality and Emissions  

Generally, air quality models are regarded as the most appropriate tools for assessing the 

expected impacts of a change in emissions.  However, it may also be possible to evaluate 

progress towards attainment of the ozone or PM2.5 NAAQS based on measured historical trends 

of air quality and emissions.  It may be possible to develop a relationship between past 

emissions changes and historical and current air quality.  Once the relationship between 

past/present emissions and air quality is established, a response to the expected emissions 

reductions from a particular control strategy can be estimated.  There are several elements to 

this analysis that are difficult to quantify.  First, in most cases, the ambient data trends are best 

assessed by normalizing to account for year-to-year meteorological variations.  Second, one 

must have an accurate accounting of the year-to-year changes in actual emissions (NOx, VOC, 

and/or SO2 and NH3) for the given area and any surrounding areas whose emissions may impact 

local concentrations.  Third, one must have a solid conceptual model of how ozone or PM2.5 is 

                                                           
93For each of these metrics, the appropriate comparison to the level of the NAAQS is 75 ppb for 8-hour 

ozone; 35 µg/m3 for 24-hour PM2.5; and 12 µg/m3 for annual PM2.5. 
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formed in the local area (e.g., influence of meteorology, NOx-limited, ammonia limited, 

transport-influenced, etc.).     

 

 If available, meteorologically adjusted ozone and PM2.5 concentrations can be used to establish 

air quality trends.  There are several techniques that have been used to examine the influence 

of meteorology on air quality.  Among them are (a) statistical modeling (U.S. EPA, 2005b ); (b) 

filtering techniques (Rao, 1995; Flaum, 1996; Milanchus, 1998; and Hogrefe, 2000), (c) using a 

probability distribution of meteorological severity based on climatological data (Cox and Chu, 

1993, 1996), (d) and using CART analysis to identify meteorological classes and selecting days 

from each year so that the underlying frequency of the identified meteorological classes 

remains the same (Deuel and Douglas, 1996).  Most of this work has examined the relationship 

between ozone and meteorology.  Only recently have analyses examined the relationship 

between meteorology and PM2.5.  Additionally, compared to PM2.5, the established relationship 

between ozone and meteorological variables is generally stronger (higher r-square values).  In 

the case of PM2.5, the relationship between concentration and meteorology is complicated by 

the fact that PM2.5 components experience high concentrations at different times of the year 

and for different reasons.  This makes it more difficult to meteorologically adjust PM2.5 

concentrations.   

 

 If a meteorologically adjusted trend in ozone or PM2.5 can be estimated, then the information 

can be used to establish a link between emissions and air quality trends.  This is not always 

straightforward due to the multitude of emissions precursors that may lead to high ozone and 

PM2.5 concentrations.  A careful analysis of (meteorologically adjusted) air quality trends and 

emissions trends of each of the ozone and PM precursors (as well as primary PM) is needed to 

fully establish relationships.  Detailed emissions information as well as a solid understanding of 

the conceptual model of ozone or PM2.5 formation is needed.  If a trend can be established 

based on past emissions changes and air quality changes, then future year predicted emissions 

levels can be used to extrapolate future air quality.   

 

Meteorologically adjusted trends in ozone and/or PM2.5 attempt to adjust observed 

concentrations to levels which would have been observed during average meteorological 

conditions (Camalier, 2007).  This makes it easier to observe trends primarily due to emissions 

changes and also allows identification of years with above average or below average 

meteorologically conducive conditions.  Identification of “extreme” meteorological conditions 
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which are not likely to re-occur in a particular design value period can be used as part of a 

weight of evidence analysis.  For example, the presence of one or more “extreme” (high 

concentration) meteorological years in either the base year period or the most recent design 

value period may make it appear that an area is farther away from attaining the NAAQS than 

would otherwise be the case if more typical meteorological conditions had occurred.  It is 

important to note that one or more years of meteorological conditions which are not conducive 

to ozone formation will have the opposite effect.  An area may appear to be on track to attain 

the NAAQS (or close to attaining), but in reality may need substantial additional emissions 

reductions in order to attain under average or above average meteorological conditions.  

Meteorological adjusted concentration and/or design value calculations can help explain both 

of these situations.  More information on meteorologically adjusted trends can be found here:  

http://www.epa.gov/airtrends/weather.html . 

 

A simpler (and more uncertain) way to qualitatively assess progress toward attainment is to 

examine recently observed air quality and emissions trends.  Downward trends in observed air 

quality and in emissions (past and projected) are consistent with progress towards attainment.  

Strength of the evidence produced by emissions and air quality trends is increased if an 

extensive monitoring network exists and if there is a good correlation between past emissions 

reductions and current trends in ozone or PM2.5.  Until recently, EPA prepared annual air quality 

trends reports for all criteria pollutants.  The latest trends report analyzes ambient data 

through 2010 and can be found here:  

http://www.epa.gov/airtrends/2011/report/fullreport.pdf.  The formal trends reports have 

been replaced by less formal annual updates which are contained on the Air Trends website.  

Pollutant specific trends updates can be found here:  http://www.epa.gov/airtrends/index.html  

 

Weight given to trend analyses depends on several factors.  Analyses that use more air quality 

data and apply a greater variety of trend parameters provide more credible results.  More 

weight can be placed on the results if the procedure used to normalize the trend for 

meteorological differences explains much of the variability attributable to these differences.  In 

addition, trend analysis is more believable if the extrapolation (as applicable) does not extend 

very far into the future.  Finally, trend analysis is most credible if the contemplated strategy is 

similar to a past strategy (e.g., both strategies focus on reducing sulfates for PM or NOx for 

ozone).  For example, if a past strategy focused on reducing sulfates, but a future one envisions 
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controlling OC, there is no guarantee that ambient OC will respond similarly to changes in past 

emissions.  

 

In addition to ambient data trends, further analysis of ambient data can provide information on 

ozone production efficiency, evidence of transport and assist in the QA of emissions inputs.  In 

particular, photochemical assessment monitoring station (PAMS) data, special study data, 

research and non-routine ambient data (i.e. NOy, and VOC data) can provide insights into the 

ozone and/or PM2.5 concentrations observed in the nonattainment area and can help assess the 

accuracy of the modeling results and control strategies that are being relied upon for 

attainment.   

 

4.9.1.3 Additional Emissions Controls/reductions 

Models are used to predict the future expected concentrations of ozone and/or PM2.5, based on 

modeled emissions changes between a base year and future year.  It is expected that emission 

inventories are as accurate as possible and represent emissions changes (including growth and 

controls) that are expected to occur.  However, there may be various emissions sources and/or 

controls that are difficult to represent in the modeling analysis and the effects of some 

emissions controls may be difficult to quantify.  Additionally, there may be uncertainty in how 

emissions controls may be implemented either in the home state or in upwind regions which 

may contribute ozone to the nonattainment area.        

 

The following are some of the types of control measures that may be appropriate to include in 

a weight of evidence demonstration:  

 

• Measures that are difficult to quantify or may not be enforceable in the SIP.  Examples 

include: 

o Energy efficiency or renewable energy (EE/RE) programs may be implemented 

statewide (and in fact may be enforceable).  But emissions reductions from such 

programs are hard to quantify and it may be difficult to assign reductions to 

particular utility sources.  EPA has put together an “EE/RE Roadmap Manual” 

which can be found here:  http://epa.gov/airquality/eere/manual.html .  The 

roadmap includes a weight of evidence “pathway” for air agencies that want to 

acknowledge the emissions benefits and potential reductions from EE/RE 

measures, but are unable to accurately quantify the emissions reductions in their 
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SIP. 

o Smart growth initiatives such as land use planning and transportation planning. 

o Truck stop electrification. 

o Emissions reductions from idling regulations which may not be quantified in the 

mobile emissions modeling. 

• Voluntary measures 

o Air agencies may have numerous voluntary measures that are not enforceable in 

the SIP.  These could include measures such as “ozone action days”, voluntary no 

burn days, telework programs, idling reduction initiatives, etc.  Even though 

these programs may be voluntary, they can still lead to positive actions in the 

nonattainment area that can lead to lower emissions.  Voluntary measures 

should be documented to the fullest extent possible, including estimates of 

emissions benefits, where possible. 

 

• Regional/super-regional and/or national programs that may not have been accounted 

for in the attainment demonstration. 

o Federal measures which were not accounted for in the modeling because they 

were proposed and/or finalized after the state modeling was completed. 

o Upwind regional, state, and/or local measures which were not known or not able 

to be quantified in the attainment demonstration due to timing or lack of 

information.   

 

 

4.9.2  What Role Should Weight Of Evidence Play In Visibility-Related 

Analyses?  

 

We believe a weight of evidence analysis is an appropriate option for air agencies to use when 

examining visibility goals.  In this subsection, we note some potential supplemental analyses 

that may be used to examine visibility trends.   

 

4.9.2.1 Additional air quality modeling   

Sensitivity tests can be performed to see if conclusions about trends in the 20% worst and best 

visibility days are robust.  One example of such an analysis is applying a model with and without 

a more finely resolved nested grid near source areas or near Class I areas.  A purpose of this 
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would be to see whether conclusions are affected by the degree of detail in which nearby 

sources are considered.  A second example of an analysis would be to consider alternative 

future emissions and/or differing growth rate assumptions.  This may be a particular concern 

for regional haze analyses because the emissions projection period is generally longer than for 

most ozone and PM2.5 attainment demonstrations.  Uncertainty in emissions and growth rates 

become more important as the projection period is lengthened. 

 

If trends in visibility for worst and/or best days are similar using sensitivity tests, alternative 

models and/or alternative modeling approaches, this finding supports conclusions reached in 

the uniform rate of progress analysis.     

 

4.9.2.2 Review of trends   

A review of trends generally involves a comparison, sometimes qualitative, between past 

trends in reconstructed visibility and estimated changes in emissions (e.g., early ‘00’s to early 

‘10's).  This information could be used to confirm that more control measures on previously 

reduced emissions of a component or its precursors is likely to be useful.  It may also be used to 

see whether certain PM components are becoming increasingly important sources of light 

extinction. 

 

4.9.2.3 Other models and tools   

Trajectory models may be useful for identifying the types of meteorological conditions most 

often corresponding to observed worst and best visibility in various Class I areas.  This, in turn, 

may enable air agencies to draw inferences about the orientation of areas containing sources 

most likely to influence visibility in a Class I area on days with “poor” and “good” visibility.  Grid 

model based techniques such as DDM or source apportionment may also be useful in 

identifying areas and emissions sources most responsible for visibility impairment on the worst 

or best days.  

 

4.9.2.4 Refinements to the recommended uniform rate of progress analysis   

If a modeled control strategy appears generally successful, but the glidepath is not met in 

certain Class I areas, states may consider refining the recommended modeling analysis in some 

manner.  Refinements are best made if they are based on local observations/analyses which 

suggest that some of the underlying assumptions in the recommended assessment may not be 
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applicable.  We list some potential refinements that could be considered.  The list is intended to 

illustrate types of additional analyses that could be performed.  

 

• Use an alternative light extinction equation or an area-specific version.   

• Available speciated data and other information may be reviewed to see whether the 

outcome of the test is being influenced by including one or more days with 

extraordinary events (e.g., a major wildfire lasting a number of days or transported dust 

events).  If convincing arguments can be made that the event is a “natural” one, 

excluding these days from the calculations should be discussed with the appropriate 

EPA regional office and FLMs. 

• Daily component specific RRFs can be examined to determine if one or more days are 

responding in a different way compared to the majority of the best or worst days. 

Determining why days may be more or less responsive to emissions controls may lead to 

conclusions regarding the suitability of particular days to be represented in the mean 

response.  It may be appropriate, in some cases, to re-calculate mean RRFs with suspect 

days removed.  

• Re-rank future estimated light extinction (i.e., bext values) for all days with current 

measurements and re-compute mean future 20% best and worst visibility (i.e., do not 

assume that the identity of baseline 20% best and worst days remains the same). 

 

 

Concerns about modeling days with best visibility   

In some parts of the United States, concentrations of the components of PM used in visibility 

calculations may be very close to background levels on days with best visibility.  Measurements 

and model estimates may be subject to more relative uncertainty (i.e., lower signal to noise 

ratio) on days where observed concentrations of PM are very low (and light extinction is also 

low).  The utility of a WOE determination is heightened in such cases.  A state should see 

whether a model’s inability to accurately predict one or more individual components of PM has 

a substantial effect on the extinction coefficient calculated with Equation (4.12).  If it does, and 

diagnostic tests are unable to resolve a performance problem, a state may need to address the 

goal for best visibility days in the particular Class I area(s) without using results from a grid 

model.  
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4.9.3 Weight of Evidence Summary 

 

A WOE determination examines results from a diverse set of analyses, including the outcome of 

the primary attainment test, and attempts to summarize the results into an aggregate 

conclusion with respect to whether a chosen set of control strategies will result in an area 

attaining the NAAQS by the appropriate year.  The supplemental analyses discussed above are 

intended to be part of a WOE determination, although the level of detail required in a WOE 

submittal will vary as a function of many elements of the model application (e.g., model 

performance, degree of residual nonattainment in the modeled attainment test, amount of 

uncertainty in the model and its inputs, etc.).  Each WOE determination will be subject to area-

specific conditions and data availability.  Area-specific factors may also affect the types of 

analyses that are feasible for a nonattainment area, as well as the significance of each.  Thus, 

decisions concerning which analyses to perform and how much credence to give each need to 

be made on a case by case basis by those implementing the modeling/analysis protocol.  Air 

agencies are encouraged to consult with their EPA Regional office (and FLMs, when 

appropriate) in advance of initiating supplemental analyses to determine which additional 

analyses may be most appropriate for their particular area.  

 

The most useful supplemental analyses are those providing the best evidence as to how much 

air quality improvement can be expected as compared to the improvement projected by the air 

quality modeling analysis.  Each analysis is weighed qualitatively, depending on: 1) the capacity 

of the analysis to address the adequacy of a strategy and 2) the technical credibility of the 

analysis.  If the overall WOE produced by the combination of the primary modeling analysis and 

the various supplemental analyses supports the attainment hypothesis, then attainment of the 

NAAQS is demonstrated with the proposed strategy.  The end product of a weight of evidence 

determination is a document which describes analyses performed, data bases used, key 

assumptions and outcomes of each analysis, and why an air agency believes that the evidence, 

viewed as a whole, supports a conclusion that the area will, or will not, attain the NAAQS.  In 

conclusion, the basic criteria required for an attainment demonstration based on weight of 

evidence are as follows: 

 

1)  A fully-evaluated, high-quality modeling analysis that projects future values that are 

close to the NAAQS. 
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2) A description of each of the individual supplemental analyses, preferably from multiple 

categories.  Analyses that utilize well-established analytical procedures and are 

grounded with sufficient data should be weighted accordingly higher. 

 

3) A written description as to why the full set of evidence leads to a conclusive 

determination regarding the future attainment status of the area that differs from the 

results of the modeled attainment test alone. 
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